
RESEARCH

G2M Research Multi-Vendor Webinar:
Advanced SSDs – PCIe Gen4, U.3, and
New Form Factors
Tuesday August 25, 2020 (v1.0)



Webinar Agenda

9:00-9:05 Ground Rules and Webinar Topic Introduction (G2M Research) 
9:06-9:35 Sponsoring Vendor presentations on topic (15 minute each) 
9:36-9:36 Audience Survey 1 (1 minutes)
9:37-9:43 Key Question 1 (1-minute question; 3 minutes response per vendor) 
9:44-9:44 Audience Survey 2 (2 minutes) 
9:45-9:51 Key Question 2 (1-minute question; 3 minutes response per vendor) 
9:52-9:52 Audience Survey 3 (2 minutes) 
9:53-9:59 Key Question 3 (1-minute question; 3 minutes response per vendor)
10:00-10:09 Audience Q&A (10 minutes) 
10:10-10:10 Wrap-Up 
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SSDs Get Faster, Smaller, and Smarter

• PCIe Gen4 doubles the max BW of SSDs
• From 3.94GB/s to 7.88GB/s
• Also reduces minimum latency by ~50%

• U.3 promises a standard interface between 
NVMe SSDs, SAS/SATA SSDs, and HDDs

• The new EDSFF form factor enables smaller 
and denser SSDs, with higher capacity
• 32 drives in a 1U server chassis
• 32TB per drive

8/25/2020



What Are The Impacts of This on Applications?

• How much faster do we need?
• You can never be fast enough for Big Data or HPC…
• Latency reductions help SSDs keep up with/reduce the gap 

between non-volatile storage and DRAM

• How does compatibility across media types 
simplify application deployment?
• Do enterprise datacenter users really mix different flash 

media in the same servers?

• How much smaller/denser do we need?
• A PB in 1U sounds awfully attractive IF you can get all of the 

data in and out fast enough..
• SSD blast radius remains a concern

8/25/2020
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Why PCIe Gen 4.0 for your Datacenter?

• Infrastructure
• Performance
• Disaggregation

How do PCIe Gen 4.0 SSDs fit into this?



Why PCIe Gen 4.0: Infrastructure

• PCIe Gen 4.0 Chipsets and systems bring more lanes to the table
• More lanes more devices higher system versatility
• Add more storage, more NICs, more HBAs, more GPUs, etc.

• PCIe Gen 4.0 devices can take advantage of faster data pipes
• GPUs are first to take advantage like the nVidia A100
• Dual 200GbE NICs
• HBAs
• KIOXIA (and other manufacturer) SSDs

• Pick your preference: More storage or more performance? Both?
• Can attach PCIe Gen 4.0 SSDs at 1x2 to PCIe Gen 4.0 Switch / HBA and get 

same/better performance than a Gen 3.0 deployment with twice the devices or 
half of the lanes

• Can attach the same amount of PCIe Gen 4.0 SSDs and get twice the performance



Why PCIe Gen 4: Performance

• GPUs – nVidia announces A100, great improvements over the 
T100, uses PCIe Gen 4.0 1x16

• NICs – availability of dual port  200GbE PCIe Gen 4.0 NICs
• Faster interconnect between systems, faster storage network

• HBAs – provide more bandwidth for CPU and SSDs
• SSDs – Faster performance, reduced latency

• Example: Microsoft / KIOXIA / Broadcom / QCT were able to demonstrate double 
the performance on an Azure Stack HCI system running at PCIe Gen 4.0 versus a 
similarly configured PCIe Gen 3.0 system



Why PCIe Gen 4: Disaggregation

• Disaggregating the datacenter has been a long time vision
• With the performance and latency improvements offered within PCIe Gen 4.0 

infrastructure, composable disaggregation is becoming a reachable reality

Today’s converged 
infrastructure model

Tomorrow’s Composable
Disaggregated Infrastructure

Stranded underutilized resources

CPU NICSSD

CPUSSD

CPU NICSSD

OLTP Workload

OLAP Workload

ML Workload

Web Server

Composable
Storage

Composable
Compute

SSD CPU NIC

NIC

Composable
Fabric

OLTP Workload

OLAP Workload

ML Workload

Web Server

PCIe Gen 4.0 enables 
high speed 
connectivity  
between compute, 
storage, network, 
and GPU resources

Efficient resource allocation per workload



Why PCIe Gen 4.0 SSDs?

• Compute Nodes
• GPUs require large amounts of DRAM and very fast local storage to minimize idle 

time
• KIOXIA’s PCIe 4.0 Enterprise CM6 and Datacenter CD6 NVMe SSDs are FAST!

• Storage Nodes and General Purpose Servers
• Faster reads / writes

• KIOXIA’s Enterprise CM6 and Datacenter CD6 NVMe SSDs can reach a million+ IOPS
• Improved response times
• Density

• Up to 30TB 2.5” SSDs



KIOXIA’s Enterprise PCIe Gen 4.0 SSD: CM6
• Enterprise PCIe® 4.0, NVMeTM 1.4 SSDs
• Form factors: 2.5-inch, 15mm Z-height
• Proprietary KIOXIA architecture: controller, firmware and

BiCS FLASH™ 96-layer 3D TLC memory
• SFF-TA-1001 conformant (U.3) works with Tri-mode controllers and 

backplanes
• Dual-port design for high availability applications
• 6th generation die failure recovery and double parity protection
• High performance with lower power consumption 
• Power loss protection (PLP) and end-to-end data protection
• Suited for 24x7 enterprise workloads
• Data security options: SIE, SED (TCG Opal / Ruby ), FIPS 140-2 (Planned)
• Five power mode settings

CM6 (Mixed-Use) CM6 (Read-Intensive)

Endurance DWPD 3 1

User Capacity* GB 800 1600 3200 6400 12800 960 1920 3840 7680 15360 30720

Sequential Read 128KB(QD32) MB/s 6900 6900 6900 6900 6900 6900 6900 6900 6900 6900 TBD

Sequential Write 128KB(QD32) MB/s 1400 2800 4200 4000 4000 1400 2800 4200 4000 4000 TBD

Random Read 4KB(QD256) KIOPS 800 1300 1400 1400 1400 800 1200 1400 1300 1400 TBD

Random Write 4KB(QD32) KIOPS 100 215 350 325 330 50 100 170 170 170 TBD

* KIOXIA Corporation definition of capacity: 1 GB = 1,000,000,000 (10^9 ) bytes (see end of presentation for full capacity disclaimer).



KIOXIA’s Datacenter PCIe Gen 4.0 SSD: CD6

• Data Center PCIe® 4.0, NVMeTM 1.4 SSDs
• Form factors: 2.5-inch, 15mm Z-height
• Proprietary KIOXIA architecture: controller, firmware and

BiCS FLASH™ 96-layer 3D TLC memory
• SFF-TA-1001 conformant (U.3) works with Tri-mode controllers and 

backplanes
• Single-port design, optimized for data center class workloads
• 6th generation die failure recovery and double parity protection
• Consistent performance and reliability in demanding 24x7 environments
• Designed for high density storage deployments
• Power loss protection (PLP) and end-to-end data correction
• Data security options:  SIE, SED, FIPS 140-2
• Five power mode settings 

CD6 (Mixed-Use) CD6 (Read-Intensive)

Endurance DWPD 3 1

User Capacity* GB 800 1600 3200 6400 12800 960 1920 3840 7680 15360

Sequential Read 128KB(QD32) MB/s 5800 5800 6200 6200 5500 5800 5800 6200 6200 5500

Sequential Write 128KB(QD32) MB/s 1300 1150 2350 4000 4000 1300 1150 2350 4000 4000

Random Read 4KB(QD256) KIOPS 700 700 1000 1000 750 700 700 1000 1000 750

Random Write 4KB(QD32) KIOPS 90 85 160 250 110 30 30 60 85 30



Advanced SSD: What is U.3?

• What: Universal backplane enables the ability to plug in any SAS, 
SATA or NVMe™ drive

• Why: Allows deployment of an NVMe SSD into any U.3-enabled 
socket with minimal investment

• How: Switchable architecture within the SSD for U.2 and U.3 
connection types

• Vision: Storage tiering within the same server for SMB IT 
deployments
• HDD for bulk storage
• SATA/SAS for Warm Data
• NVMe for high performance applications



Form Factors: What’s coming in the future?

EDSFF 3”: Designed for Server and Storage
• Higher Density Deployments

• 1X or “Thin”  SSDs are 7.5mm thick (2.5” is 15mm)
• Can fit twice as many drives in a 1U or 2U system

• (44) drives in a 2U system is more than 660TB!

• More Performance
• Takes advantage of wider PCIe lane configurations

• Connectors for 1x4, 1x8, 1x16 (and dual port!)
• Allows for up to 40W power use (E3L.2X)

• More power = more performance

• Unified Connectors for more flexibility
• SFF-TA-1002 can be used for SSDs, NICs, GPUs, etc

• Better System Airflow / Cooling
• Can bring critical devices to front of box for cool air
• Flexible drive height and system configurations
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Intel E DS F F  products  in production today

Intel®  S S D DC  P 4510, T LC  NV Me
15.36T B , E 1.L 9.5 & 18mm @  25W

Intel®  S S D D5-P 4326, QLC  NV Me
15.36T B , E 1.L 9.5 & 18mm @  25W

Intel®  S S D DC  P 4511, T LC  NV Me
4T B , E 1.S  @  12.5W



Scalable, thermal efficient, and dense, E1.L is a building block for high-volume storage. E 1.L allows  
increased storage dens ity, scaling, improved serviceability, and more efficient cooling optimized for 

1U servers .

19

E1.l. storage reimagined.

T hermally efficient des ign 
with enclosure as  

heats ink

More board space for higher 
capacity S S Ds

Des igned to fit in 1U 
S erver

S calable power 
and performance

C arrier-less  des ign 
with integrated latch 

and LE Ds

Optimized P C Ie routing 
allows  for better s ignal 
integrity and lower cost 

attach per drive
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E 1.L S ystems Available Today

E1.L optimized for TB/rack unit & 
performance

PCIe JBOF - E1.L optimized for lowest TCO on QLC NVMe
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E xample - Dense NV Me U.2 S erver

S ource: https ://www.storagereview.com/review/dell-emc-poweredge-r740xd-nvme-server-review

https://www.storagereview.com/review/dell-emc-poweredge-r740xd-nvme-server-review
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Intel E 1.S  P roducts  Optimized for 1U S erver

Intel®  S S D DC  P 4511, 4T B , E 1.S  
5.9mm @  12.5W

P roduction in Q3’2019

E 1.S  15mm @  15-20W. U.2 performance in 
smaller form factor

P C Ie 4.0…coming soon
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E DS F F
P latforms

E 1.S  25mm

Yosemite V 3

C oncept P roject Olympus Des ign

E1.L 9.5mm

E1.L 18mm

Dens e S torage

Mains tream compute

S ource: S NIA, OC P

https://youtu.be/QKzQQ7ed_a8
https://www.snia.org/educational-library/edsff-dynamic-family-form-factors-data-center-ssds-2020
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E 1.S  Optimal for 1U P erformance S calability

10 x U.2 S S D
B as eline

24 x E 1.S  15 mm (Horizontal B P )
Max F it

32 x E 1.S  9.5 mm (Horizontal B P )
Max F it
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Intel® SSD D7-P5500/D7-P5600 Key 
Specifications

Hot plug s upport Yes

In-band monitoring NV Me S MAR T /health

Out-of-band monitoring NV Me-MI

P rojected Annualized 
F ailure R ate 0.44% 11

E nd-to-E nd data 
protection F eatures

Indus try-leading protection from 
s ilent data corruption12

P ower Los s  Imminent Yes 13 + daily self test

D7-P5500 U.2 15mm: 1.92T B , 3.84T B , 7.68T B

D7-P5600 U.2 15mm: 1.6T B , 3.2T B , 6.4T B

D7-P5500 D7-P5600

4K  R and. 
R ead/ Write 1M/130K  IOP S 1M/260K IOP S

128K  S eq. 
R ead/Write 7000/4100 MB /s 7000/4100 MB /s

E ndurance 1 DWP D 3 DWP D

4K  R and. 
R ead/ Write 

Latency
78/15µs 78/14µs

NVMe Drive Serviceability

Data Integrity and Availability

Range of Capacities

Predictably fast, high performance 10

S ee appendix for footnotes  10-13.
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Intel® SSD D7-P5500 & D7-P5600
Enterprise inspired. Performance optimized

Extending 
NAND 
Technology 
Leadership

 All -new firmware optimizes  
performance for all-flas h arrays

 New Intel PCIe 4.0 ready controller

 B uilt on proven, indus try-leading 
Intel® 3D NAND Technology 1

Unlock the 
Value of 
Stored Data
 P redictably fast ,  high performance

 Up to 2.2x sequential read 
performance vs . previous-gen2

 Up to 1,000,000 IOPS3

 Up to 80% lower tail latencies vs . 
previous-gen4

Advanced 
Feature Set
 NVMe 1.3, QoS  and tail latency 

improvements  for cloud & dbms , 
enhanced telemetry & debug

 All -new TRIM architecture optimizes  
QoS  and endurance

 Dynamic Multiple Namespaces 
s upport enhanced runtime 
provis ioning

 NVMe active power states for 
precis ion thermal and rack level T C O

 TCG Opal 2.0 ,  NVMe Sanitize ,  and 
built-in AES-256 Hardware 
Encryption help to s ecure data at res t

S ee appendix for footnotes  1-4.
P erformance res ults  are bas ed on tes ting as  of the date s et forth in the appendix. F or more complete information on performance and tes t res ults , vis it www.intel.com/benchmarks

http://www.intel.com/benchmarks
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Intel® SSD D7-P5500 and D7-P5600 
New features  improve IT  efficiency, drive performance, and security

T C G  Opal 2.0, NV Me S anitize, 
and built-in AE S -256 

Hardware E ncryption help to 
s ecure data at res t

Robust Data 
Security Suite

Optimized T R IM deallocate 
proces s  now runs  as  a 

background operation to 
improve performance, reduce 

write amplification, and 
increas e endurance  

New TRIM 
Architecture

E nhanced drive debug helps  
improve cus tomer experience 
through better is s ue tracking 

and logging, enabling 
accelerated qual cycles

Telemetry 2.0

S upports  create, delete, 
attach, and res ize of 

names paces  during runtime

Intel P C Ie 4.0 
C ontroller

Name
space1

Name
space2

Name
space3

Dynamic Multiple
Namespaces
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All performance claims: Test and System Configuration :  C P U: Intel®  Xeon®  G old 6139 @  2.30G Hz, B IOS : S E 5C 620.86B .00.01.0014.070920180847, R AM: 96G B , R AM Model: DDR 4 2666MHz, C hips et: Intel®  C 624 C hips et, Hyper-
T hreading: Dis abled, C P U G overnor (through OS ): P erformance Mode, OS : C entOS  7.2, K ernel: 4.8.6. Meas urements  are performed on a full Logical B lock Addres s  (LB A) s pan of the drive once the workload has  reached s teady s tate but 
including all background activities  required for normal operation and data reliability. P ower mode s et at P M0.

1. Industry -leading Intel® 3D NAND technology :  “Indus try-leading” refers  to the combination of indus try-leading areal dens ity and data retention. S ee footnotes  5 & 6 for more information or vis it 
https ://www.intel.com/content/www/us /en/architecture-and-technology/3d-nand-technology.html. F or more complete information about performance and benchmark res ults , vis it www.intel.com/benchmarks .

2. 2.2x sequential read performance :  S ource – Intel. C omparing datas heet performance for 128K B  (131,072 bytes ) 100% S equential R ead QD128 (8 workers ) performance between the Intel®  S S D D7-P 5500 7.68T B  vs . Intel®  S S D DC  
P 4510 8T B . D7-P 5500 and DC  P 4510 were meas ured on each drive’s  lates t production firmware, “10019” and “1047E ”, res pectively. T es t and S ys tem C onfiguration as  des cribed at top of s lide. Meas ured performance was  7000 MB /s  and 
3200 MB /s  for the D7-P 5500 and DC  P 4510, res pectively.

3. 1,000,000 IOPS :  S ource – Intel. P erformance figures  from D7-P 5500/D7-P 5600 P roduct S pecification. T es t and S ys tem C onfiguration as  des cribed at top of s lide.

4. 80% lower tail latencies :  S ource – Intel. C omparing meas ured performance for 4K B  (4096 bytes ) 100% R andom R ead QD1 (1 worker) latencies  at 99.99999% (7 9s ) availability between the Intel®  S S D D7-P 5500 7.68T B  vs . Intel®  S S D 
DC  P 4510 8T B . D7-P 5500 and DC  P 4510 were meas ured on each drive’s  lates t production firmware, “10019” and “1047E ”, res pectively. T es t and S ys tem C onfiguration as  des cribed at top of s lide. Meas ured latency was  0.52ms  and 
3.29ms  for the D7-P 5500 and DC  P 4510, res pectively.

5. Industry -leading capacity scaling :  S ource – IE E E  International S olid S tate C ircuits . IS S C C  2015, J . Im; IS S C C  2017 R  Y amas hita; IS S C C  2017 C  K im; IS S C C  2018; H. Maejima; IS S C C  2019 C . S iau. 
https ://ieeexplore.ieee.org/Xplore/des ktopR eportingP rompt.js p? tp=&arnumber=9063154&htmlR eques t=true

6. Industry -leading NAND reliability :  S ource – Intel. Meas urements  were performed on components  from S S Ds  us ing floating gate and charge trap flas h technology. Meas urement platform us ed was  T eradyne Magnum 2 Memory tes t 
s ys tems , and programming us ing random patterns  and margins  were quantified us ing cus tomer commands . Data meas ured in 08/2019.

7. 56% Higher Random Read Performance :  S ource – Intel. C omparing meas ured performance for 4K B  (4096 B ytes ) 100% R andom R ead QD256 (32x8w) performance between the Intel®  S S D D7-P 5500 7.68T B  and Intel®  S S D DC  P 4510 
8T B . T es t and S ys tem C onfiguration as  des cribed at top of s lide. Meas ured performance was  1.0M IOP S  and 641K  IOP S  for the D7-P 5500 and DC  P 4510, res pectively.

8. 44% Higher Mixed Workload Performance :  S ource – Intel. C omparing meas ured performance for 4K B  (4096 B ytes ) 70/30 R andom R ead/Write QD256 (32x8w) performance between the Intel®  S S D D7-P 5600 6.4T B  and Intel®  S S D DC  
P 4610 6.4T B . T es t and S ys tem C onfiguration as  des cribed at top of s lide. Meas ured performance was  520K  IOP S  and 360K  IOP S  for the D7-P 5600 and DC  P 4610, res pectively.

9. 80% lower tail latencies :  S ource – Intel. C omparing meas ured performance for 4K B  (4096 bytes ) 100% R andom R ead QD1 (1 worker) latencies  at 99.99999% (7 9s ) availability between the Intel®  S S D D7-P 5600 6.4T B  vs . Intel®  S S D 
DC  P 4610 6.4T B . D7-P 5600 and DC  P 4610 were meas ured on each drive’s  lates t production firmware, “10019” and “1047E ”, res pectively. T es t and S ys tem C onfiguration as  des cribed at top of s lide. Meas ured latency was  0.48ms  and 
2.57ms  for the D7-P 5600 and DC  P 4610, res pectively.

10. Predictably Fast, High Performance :  S ource – Intel. P erformance figures  from D7-P 5500/D7-P 5600 P roduct S pecification. T es t and S ys tem C onfiguration as  des cribed at top of s lide.

11. Projected Annualized Failure Rate :  S ource – Intel. Intel S S D Annualized F ail R ate R eport for 2019 for products  s hipping >1Mu. P rojected value for Intel®  S S Ds  in high volume manufacturing.

12. Industry -leading Silent Data Corruption :  S ource – Intel. E nd-to-end data protection refers  to the s et of methods  us ed to detect and correct the integrity of data acros s  the full path as  it is  read or written between the hos t and the S S D 
controller and media. T es t performed on s ingle port S S Ds , Intel®  S S D DC  S 3520, Intel®  S S D DC  P 3520, Intel®  S S D DC  P 3510, Intel®  S S D DC  P 4500, Intel®  S S D DC  S 4500, Intel®  Optane™  S S D DC  P 4800X, S ams ung P M953, 
S ams ung P M1725, S ams ung P M961, S ams ung P M863, S ams ung P M963, Micron 7100, Micron 510DC , Micron 9100, Micron 5100, HG S T  S N100, S eagate 1200.2, S anDis k C S  E C O, T os hiba Z6000 drives , S ams ung 860DC T , S ams ung 
P M883, S ams ung P M983, Micron 5200, T os hiba XG S . Neutron radiation is  us ed to determine s ilent data corruption rates  and as  a meas ure of overall end-to-end data protection effectivenes s . Among the caus es  of data corruption in an 
S S D controller are ionizing radiation, s ignal nois e and cros s talk, and S R AM ins tability. S ilent errors  were meas ured at run-time and at pos t-reboot after a drive “hang” by comparing expected data vs  actual data returned by drive. T he 
annual rate of data corruption was  projected from the rate during accelerated tes ting divided by the acceleration of the beam (s ee J E DE C  s tandard J E S D89B /C ). P rojected performance of Intel®  S S D D7-P 5500 & Intel®  S S D D7-P 5600 
bas ed on thes e res ults .

13. Power Loss Imminent :  S ource – Intel. Intel Datacenter S S Ds  provide robus t P ower Los s  Imminent (P LI) circuitry that helps  to protect inflight data in the event of power los s . Intel S S Ds  monitor the health of the P LI circuitry via a S elf C ap 
T es t during power-up and operation and report it via log pages /S MAR T  attributes .

Appendix A

https://www.intel.com/content/www/us/en/architecture-and-technology/3d-nand-technology.html
https://ieeexplore.ieee.org/Xplore/desktopReportingPrompt.jsp?tp=&arnumber=9063154&htmlRequest=true
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Panel Questions and Audience Surveys



Audience Survey Question #1

• When considering SSDs for your datacenter, what factors drive 
your selections? (check all that apply):

• The recommendations of application software providers: 29%

• The recommendations of/choices available from our server vendor(s): 31%

• SSD performance: 69%

• SSD advanced features: 24%

• SSD capacity: 54%

• Other: 10%

Copyright © 2020 G2M Communications. All rights reserved 308/25/2020



Panel Question # 1

• What are the lead use cases for PCIe Gen4 SSDs?
• Kioxia
• Intel

Copyright © 2020 G2M Communications. All rights reserved 318/25/2020



Audience Survey Question #2

• The upcoming U.3 specification will enable U.2 NVMe SSDs, 
SAS/SATA SSDs, and HDDs to fit into the same slot. How important is 
the ability interchange media types to your organization (check one)?:

• Very Important – We adjust our server configurations regularly: 20%

• Important – It will allow us to update our servers and extend their life: 20%

• Somewhat Important – It will provide us with more purchasing flexibility: 24%

• Not that important – We can work with our current configurations: 7%

• Not that important – We will transition to all-U.2 SSDs in the near future: 4%

• Not that important – We will transition to EDSFF SSDs when they are available: 7%

• No opinion: 18%

Copyright © 2020 G2M Communications. All rights reserved 328/25/2020



Panel Question # 2

• Another technology that could replace U.2 is the upcoming U.3 
specification. What are the primary drivers for the adoption of U.3 
by enterprises?
• Intel
• Kioxia

Copyright © 2020 G2M Communications. All rights reserved 338/25/2020



Audience Survey Question #3

• What is the most important factor for you to consider new 
technologies such as EDSFF and/or U.3 for use in your 
datacenter? (check one):

• Use cases that are relevant to our organization: 10%
• Support from relevant application vendors: 10%
• Support from our server vendor(s): 25%
• Availability from our normal storage vendors: 21%
• Availability in our normal storage channel: 4%
• Mass adoption of the technology in the market: 23%
• Other: 6%

Copyright © 2020 G2M Communications. All rights reserved 348/25/2020



Panel Question #3

• EDSFF was THE hot topic in SSDs in early 2019? What are the 
hurdles to EDSFF’s adoption, and how long until it replaces U.2?
• Kioxia
• Intel

Copyright © 2020 G2M Communications. All rights reserved 358/25/2020



Audience Q&A

Copyright © 2020 G2M Communications. All rights reserved 368/25/2020
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Thank You For Attending
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